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1. Introduction 
Eliminating the inconsistency and variation in multicentre data has been a challenge for large 

scale clinical research. This involves synthesizing clinical attributes from data gathered using 

various equipment and methodologies, aiming to enhance reliability and resilience. Such 

variance mainly arises due to the diverse machinery used in capturing data, evident in signals, 

CT scans, MRIs, and pathological imagery. Several factors contribute to this inconsistency, 

including differences in vendor detection systems, coil sensitivities, changes in position and 

physiology during data capture, and magnetic field shifts in MRI [1-4]. Research indicates that 

machine learning techniques, particularly deep neural networks, are profoundly impacted by 

the nature of their training data. Consequently, strategies that can reduce inconsistency and 

variances across devices and sites are urgently needed. 

In digital healthcare, data harmonisation aims to eliminate biases (non-biological discrepancies) 

resulting from varied data collection methods. This involves the use of computational 

techniques, like machine learning and image/signal processing, to merge multicentre data and 

decrease its non-biological discrepancies. Implementing such computational solutions 

encompasses stages like dataset collection, pre-processing, modelling, and analysis. Data 

harmonisation can be executed by processing images/signals/genetic data matrices (on a 

sample basis) or by aligning derived data features (on a feature basis). In the case of the 

synthesis of artificial images, especially in the field of image harmonization, the state of the art 

is mainly composed by GAN-type architectures. GAN-type architectures are artificial 

intelligence models designed to work in an adversarial way, one way to visualize it would be 

to imagine two architectures in which one of them generates a result and the other evaluates 

or validates this result, in such a way that the first one will generate each time more realistic 

results and the second will be increasingly demanding with the results of the first. In the case 

of image harmonization, this architecture has been used on many occasions to conveniently 

separate content from style, that is, being able to maintain the image content of a sample, but 

based on contrast, textures, and subtle image features of the second sample. 

This deliverable (D6.7) aims to compare different approaches for data harmonisation to 

improve the performance of computational modules and provide harmonised data for clinical 

practice. These algorithms will be applied as a supervised-learning technique to generate a 

converted image where image quality has been learned from a pre-defined hand-crafted 

ground truth based on best state-of-the-art existing filtering, registration and normalization 

algorithms. The hand-crafted images can be acquired by adding some artefacts (e.g., some 

noise or linear/nonlinear transformation) to the original raw images.  

2. Methodology 
Computational approaches for data harmonisation mainly include plain CNN-based 

approaches (U-Net, Auto-Encoder, etc.) and generative-based approaches (WGAN, 

CycleGAN, LDM). In this study, we first evaluated these two schemes separately, followed by 

comparing the best solutions for these two schemes. 

2.1 CNN-based method for harmonisation 

In this section, we illustrate the details of plain CNN-based models in the experiments. We 
first build a baseline model, “Plain CNN”, upon the simplest backbone to avoid any possible 
benefits brought by the architecture itself. All Auto-Encoder (AE) models are then constructed 
by introducing resizing layers into Plain CNN to ensure the feature resizing operation is the 
only control variable in the comparison experiments. Moreover, we adapt the U-Net, primarily 
to investigate the effect of skip connections on the performance of AE models. 
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Fig. 1: Architectures of different models used in this study. (a) Plain CNN; (b) AE models; (c) 
U-Net. 

Plain CNN. Fig. 1 (a) illustrates the structure of Plain CNN, which consists of 12 basic building 
blocks connected in series. Each block consists of a standard 3D convolutional layer with 64 
filters of size 3 × 3 × 3 and a Leaky Rectified Linear Unit (Leaky ReLU) with slope of 0.1 as the 
nonlinear activation function. To avoid resizing effects, we keep the same dimension for all 
feature maps by setting the stride to 1 for every convolutional layer and adding zero padding 
before convolution. We abandon the use of Batch Normalisation (BN) layer within the model. 
According to [5], BN not only occupies too much memory but also discards valuable feature 
range flexibility in SR. Finally, we apply the global residual learning as suggested by [6] to ease 
training and prevent the gradient vanishing problem. 
 
Auto Encoder. Given the baseline model, we insert a downsampling layer after every 2 
building blocks and its corresponding upsampling layer symmetrically, turning the model into 
the AE architecture shown in Fig. 1 (b). Each of these layers resizes the feature map in all 
dimensions by a factor of 2 and the channel number is adjusted to compensate for this effect. 
We consider 2 options for the downsampling layer: 1) max-pooling with a filter of size 2 × 2 × 2, 
stride of 2 and dilation of 1; and 2) 3D convolutional layer with a filter of size 3 × 3 × 3, setting 
stride to 2 and padding to 1. To prevent any checkerboard artifacts generated by the transpose 
convolution [7] during the upsampling operation, we use trilinear interpolation to resize feature 
maps followed by the standard convolution. 
 
UNet. Our implementation of the U-Net model is based on [8], which is shown in Fig. 1 (c). We 
replace all 2D convolutional layers and pooling layers with their corresponding 3D versions 
without changing their configurations. For the reasons mentioned above, BN layers are not 
used and all transpose convolution operations are substituted with “trilinear interpolation + 
convolution” in the decoder pathway. To ensure a relatively fair comparison with AE models, 
we simplify the U-Net to have a similar model size and depth by 1) setting the channel number 
in the convolutional layer at the first level to 32 instead of 64; 2) reducing the level of 
hierarchical feature maps from 5 to 4. 

Evaluation Metrics. The performance of each model is evaluated by using: Peak Signal-To-
Noise-Ratio (PSNR); Structural Similarity Index (SSIM); and the Root Mean Square Error 
(RMSE). Both PSNR and RMSE focus on the pixel-level error between the reconstructed 
volume and the ground truth label while SSIM is more suitable for reflecting the structural 
correspondences. 

2.2 GAN-based method for harmonisation 

GAN-based methods have been widely applied in image super-resolution [9], data synthesis 

[10] and reconstruction [11]. However, the vanilla GAN architecture may suffer from unstable 

training and collapse mode. Moreover, the vanilla GAN is also suffered from prolonged 

training and complicated hyper-parameters tuning. In this section we tested the performance 
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of Wasserstein-based Cycle-GAN, Cycle-GAN, Pix2Pix, and Latent diffusion model (LDM) for 

data harmonisation, using the unpaired brain MR data from TCGA (The Cancer Genome Atlas) 

dataset. The preliminary results showed that the Wasserstein-based Cycle-GAN approach can 

handle successfully the data harmonisation task that can both improve the image quality and 

the performance of computational modules. 

GAN [12] architecture is an approach to train a model for image synthesis that is comprised of 

two submodules: a generator and a discriminator. The generator takes a point from a latent 

space as input and generates new plausible images from the domain, and the discriminator 

takes an image as input and predicts whether it is real (from a dataset) or fake (generated). 

Both models are trained in a game, such that the generator is updated to better fool the 

discriminator and the discriminator is updated to better detect generated images. 

 

Fig. 2 Illustration of Cycle-GAN [13]. 

CycleGAN [13] is an extension of the GAN architecture that involves the simultaneous training 

of two generator models G and F and two discriminator models 𝐷𝑋 and 𝐷𝑌. It is a technique 

that involves the automatic training of image-to-image translation models without paired 

examples. The models are trained in a self-supervised manner using a collection of images 

from the source (X) and target (Y) domain that do not need to be related in any way. One 

generator G takes images from the first domain as input and outputs images for the second 

domain 𝑌̂ = 𝐺(𝑥), and the other generator F takes images from the second domain as input 

and generates images for the first domain 𝑋̂ = 𝐹(𝑦). Discriminator models are then used to 

determine how plausible the generated images are and update the generator models 

accordingly. The CycleGAN uses an additional extension to the architecture called cycle 

consistency. This is the idea that an image output by the first generator could be used as input 

to the second generator and the output of the second generator should match the original 

image.  

𝑥 ≈ 𝑥 = 𝐹(𝐺(𝑥)), (1)

𝑦 ≈ 𝑦̂ = 𝐺(𝐹(𝑦)). (2)
 

The reverse is also true: that an output from the second generator can be fed as input to the 

first generator and the result should match the input to the second generator.  

Pix2Pix. Pix2Pix [14] is a conditional Generative Adversarial Network (cGAN) designed for 
image-to-image translation tasks. Originating from the realm of computer vision research, the 
model effectively transforms one type of image into another. For instance, it can be trained to 
convert a sketch into a colourful picture, or a satellite image into a map. The model comprises 
two primary components: Generator: It takes an image as input and produces a transformed 
image as its output. Discriminator: It distinguishes between real (ground truth) images and 
synthetic images produced by the generator.  

During the training phase, the generator aims to create images that the discriminator cannot 
distinguish from real images, while the discriminator tries to get better at telling real from 
synthesized images. This adversarial process continues until a balance is achieved, often 
resulting in the generator producing highly realistic images. The "condition" in the cGAN is the 
input image, ensuring that the output image is not just a random generation but specifically a 
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transformation of the input. This conditioning makes Pix2Pix highly effective for tasks where 
the input and output images have a clear relationship or correspondence. One of the significant 
advantages of Pix2Pix is its ability to work on paired data, where every input image in the 
training dataset has a corresponding desired output. This pair-wise data training approach 
ensures that the model has a clear guideline on how to perform the transformation for various 
input scenarios. 

Wasserstein-based Cycle-GAN. In this project, we aim to further improve the quality and 
stability of synthesised data by introducing the Wassertein GAN (WGAN) to CycleGAN scheme. 
The instability of training procedure of GAN has been reported in [15], including the gradient 
vanishing issue and mode collapse issue. The Wassertein distance, also known as the Earth-
Mover distance, is introduced to the CycleGAN to alleviate unstable training process (gradient 
vanishing and mode collapse issue) for better synthesis quality. The definition of EM distance 
is 

𝑊(𝑃𝑟, 𝑃𝑔) =
𝑖𝑛𝑓

𝛾~Π(𝑃𝑟, 𝑃𝑔)
𝐸(𝑥,𝑦)~𝛾[||𝑥 − 𝑦||], (3) 

which can be relaxed the Kantorovich-Rubinstein duality as 

𝑊(𝑃𝑟, 𝑃𝑔) =
1

𝐾
𝐸𝑥~𝑃𝛾||𝑓||𝐿≤𝐾

𝑠𝑢𝑝 [𝑓(𝑥)] − 𝐸𝑥~𝑃𝑔
[𝑓(𝑥)]. (4) 

and the objective function of discriminator D can be defined as 

𝐿 = 𝐸𝑥~𝑃𝑑𝑎𝑡𝑎(𝑥)
[𝐷𝛽(𝑥)] − 𝐸𝑥~𝑃𝐺(𝑥)

[𝐷𝛽(𝑥)]. 

Overall, the adversarial loss function of WGAN is given by 

min
𝐷

max
𝐷∈𝐿

{𝑉(𝐷, 𝐺)} = min
𝐷

max
𝐷∈𝐿

{𝐸𝑥~𝑃𝑑𝑎𝑡𝑎(𝑥)
[𝐷𝛽(𝑥)] − 𝐸𝑍~𝑃𝑍(𝑧)

[𝐷𝛽(𝐺𝜃(𝑧))]} . (5) 

where 𝜃 represents the parameters in generator G. 

The difference between GAN and WGAN is shown as 

 
Fig. 3. Differences between the GAN and WGAN 

    The backbone of two Generators in the proposed method is a U-Net based architecture, 

and that of the two discriminators is based on pixelGAN, which classifies whether a pixel in 

the synthesised image is real or not. The loss function of applied CycleGAN includes three 

parts: adversarial loss, cycle consistency loss and identity loss. The Wassertein based 

adversarial loss is presented as 
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𝐿𝑎𝑑𝑣 = 𝐿𝐺𝐴𝑁(𝐺, 𝐷𝑌, 𝑋, 𝑌) + 𝐿𝐺𝐴𝑁(𝐹, 𝐷𝑋, 𝑌, 𝑋) (6) 

where 

𝐿𝐺𝐴𝑁(𝐺, 𝐷𝑌, 𝑋, 𝑌) = 𝔼𝑦~𝑝𝑑𝑎𝑡𝑎(𝑦)[𝐷𝑌(𝑦)] − 𝔼𝑥~𝑝𝑑𝑎𝑡𝑎(𝑥)[𝐷𝑌(𝐺(𝑥))] (7) 

𝐿𝐺𝐴𝑁(𝐹, 𝐷𝑋, 𝑌, 𝑋) = 𝔼𝑥~𝑝𝑑𝑎𝑡𝑎(𝑥)[𝐷𝑋(𝑥)] + 𝔼𝑦~𝑝𝑑𝑎𝑡𝑎(𝑦)[𝐷𝑋(𝐹(𝑌))]. (8) 

The cycle consistency loss is calculated through 

𝐿𝑐𝑦𝑐(𝐺, 𝐹) = 𝔼𝑥~𝑝𝑑𝑎𝑡𝑎(𝑥) [‖𝐹(𝐺(𝑥)) − 𝑥‖
1

] + 𝔼𝑦~𝑝𝑑𝑎𝑡𝑎(𝑦) [‖𝐺(𝐹(𝑥)) − 𝑦‖
1

] (9) 

and the identity loss is computed by 

𝐿𝑖𝑑𝑡(𝐺, 𝐹) = 𝔼𝑥~𝑝𝑑𝑎𝑡𝑎(𝑥)[‖𝐺(𝑥) − 𝑥‖1] + 𝔼𝑦~𝑝𝑑𝑎𝑡𝑎(𝑦)[‖𝐹(𝑦) − 𝑦‖1].  (10) 

2.3 Data harmonisation in downstream tasks 

• To evaluate the effectiveness of data harmonisation, we trained a 3D airway extraction 

algorithm on lung CT data to segment the airway trees. The harmonisation modules 

were trained to harmonise low-resolution CT scans to high-resolution CT scans. The 

effectiveness of data harmonisation was assessed by comparing the airway 

segmentation performance of the segmentation model on harmonised/unharmonised 

test datasets, respectively. The experiment was trained and tested on a public-

available dataset ATM22. The performance was assessed by calculating the branch 

scores and IoU scores of the prediction. 

• In addition, we also evaluate the segmentation performance on harmonised MR images, 

a model has been trained for each synthetic and original set. The model has been 

trained several times with different shuffle on train-test split, and the shown results are 

the mean of the best scores for each training. The set consist of 200 prostate T2 

volumes split in 80%-20% train-test shuffled randomly. 

3. Experimental results and discussion 

3.1 CNN-based approaches for CT data harmonisation. 

Imaging Data Source and Pre-processing. We use the AAPM-Mayo Clinic Low-Dose CT 
Grand Challenge Dataset1 provided by Mayo Clinic for model training and testing. From the 
CT scans collected from 140 patients, we use 48 chest CT scans and further split these into 
37 training, 5 validation and 6 test volumes. The data for each patient consists of normal-dose 
CT (NDCT) scans and the corresponding synthetic low-dose CT (LDCT) scans with additional 
Poisson noise. Only NDCT are used as ground truth HR data in the experiments. All volumes 
within the dataset contain an uneven number of slices of size 512 × 512  with 1.5mm 
thickness. To enable a feasible training time and solve the memory limitation, we pre-
downsampled each slice from 512 × 512 to 256 × 256 using bilinear interpolation.  Our LR 
data are degraded from ground truth HR data by the following steps: 1) Truncate the leading 
and trailing slices evenly so that the dimension of each volume can perfectly fit the non-
overlapping patch extraction algorithm; 2) Downsample the volume in the axial direction by 
removing slices at a constant interval; 3) Clip all HU values into the range [-1024, 1476] and 
normalize them to [0,1];  and 4) Upsample the volume to its original dimension either by 
trilinear interpolation or by inserting the same slice at the previous position. 

Statistical analysis. We use Shapiro-Wilk test to check the normality of the difference in the 
image quality between each AE model and Plain CNN and paired Student's t-test to determine 
whether there is statistically significant evidence to support this difference. We use Wilcoxon 

 
1 https://www.aapm.org/grandchallenge/lowdosect/ 
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signed-rank test instead when the normality of the sample cannot be satisfied. We set the 
significance level to 0.05 in all statistical tests. 

In Table 1, we compare the quantitative performance of all AE models with Plain CNN under 
× 2, × 4, and × 8 scaling factors. Next, we present the total number of parameters and the 
average inference time used by one volume for every model in Table 2. Finally, we show visual 
comparisons of different models in Fig. 1. 

Table 1: Quantitative comparisons of different models. Best results are shown in Bold. * indicates 
statistically significant evidence to support the difference with Plain CNN. Top: Mean (STD) using 
trilinear interpolation in LR generation; Bottom: Mean (STD) using same insertion in LR generation. 

 

Table 2: Computational comparisons of different models 

 

The results in Table 1 show that AE is unsuitable for 3D CT SISR. It can be seen that there is 
an obvious performance drop for all AE models compared with Plain CNN in almost all cases. 
At the same time, there also exists statistically significant evidence to support this 
performance drop in almost every comparison experiment. We contend that the main reason 
for the performance drop is the resizing operation within AE since this is the only architectural 
difference between AE models and the baseline model. Surprisingly, those results also 
reveals the fact that skip connections, which are designed to benefit U-Net by increasing the 
high-resolution feature re-usability, cannot fully compensate for the aforementioned 
performance gap. From Table 2, AE models have a lower computational cost than Plain CNN 
reflected by the reduced average inference time, but at the cost of a larger model size. 

We show comparisons between AE models and Plain CNN visually in Fig. 4. These results 
again argue that AE, including U-Net, is not suitable basis for 3D SISR tasks. It is clearly 
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shown that AE models generate noticeable artifacts around edges and significant deviations 
in regions with abundant textures. This shows the loss of diagnostically important information 
due to resizing. In contrast, Plain CNN can recover comparatively more natural textures and 
smoothing edges and produce results that are almost indistinguishable from the ground truth 
HR data. 

 

Fig. 4: Visual comparisons of different models using same insertion in LR generation under ×2 scaling 
factor. 

The results showed that AE models are unsuitable due to the information loss in feature 

resizing operations. Therefore, the best practice would be plain convolutional neural network 

(CNN) without any down sampling operations. The experiments were carefully designed with 

adjusted model architectures for a fair comparison. The models were evaluated on a publicly 

available CT lung dataset, and the findings concluded that although AE models can achieve 

faster inference, they do so at the cost of inferior performance compared to the baseline CNN. 

3.2 CNN-based approaches for MR data harmonisation. 

 

Fig. 5 Network architecture for prostate MR harmonisation 

For this case, a variation of UNET known as UNET3+ has been used (Fig. 5), which has the 

particularity of a total connection between all the encoder blocks with all the decoder blocks, 

which is commonly known as skip connections, but in a general way, to which a deep 

supervision block has been added and another extra connection between the input, prior to 

the first convolutional layer, and the last concatenation layer after deep supervision.  

As of visual results, a subset of highly different and variated image sources has been selected 

to harmonize, to see how each of the specific contrasts are brought to the same tonality.  
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Fig 6. Subset of a wide variated input sources for prostate T2 samples 

 

 

Fig 7. Same subset after harmonization algorithm execution 

To evaluate the harmonization of the radiomic characteristics, the following process has been 

followed.   

• Extraction of radiomic features and qualitative evaluation in box plots.  

• Group radiomic features into two corresponding subgroups with the original split that 

has been taken to generate the training set for the harmonization model (repetition 

time > 6000, echo time < 133).  

• Perform Levene test for each feature column iterating over the split of the previous step 

between the same groups. It tests the null hypothesis that the population variances are 

equal (called homogeneity of variance or homoscedasticity). If the resulting p-value of 

Levene's test is less than some significance level (typically 0.05), the obtained 

differences in sample variances are unlikely to have occurred based on random 

sampling from a population with equal variances. Thus, the null hypothesis of equal 

variances is rejected and it is concluded that there is a difference between the 

variances in the population.   
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• Based on results in Levene tests, T-Test evaluation takes place for each feature 

comparing the two variable groups based on split of step 1 and P-values from step 2, 

if Levene’s test shows equal variance between groups T-Test with equal variance 

assumption is performed, otherwise it is assumed difference variance.  

• Cohens_D factor is used as size effect, is calculated and thresholded accordingly each 

time to have a better weight depending on population differences between the two 

features compared, it is used a medium size effect    

• Samples that fall before 0.05 threshold in T-test's P-value and are above 0.5 in 

cohens_D threshold are labeled as feature with significative differences over both 

subgroups, otherwise are counted as non-significative differences for this feature.   

Table 3. Harmonisation results evaluated by radiomic features. 

 

The results visually show a systematic reduction of variance and outliers in most of the features 

extracted per image (Table 3 and Fig. 8).  

 

Fig 8. Plot of a subset of radiomic features after and before harmonization 
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3.3 Generative-based approaches for data harmonisation 

 

Imaging Data Source and Pre-processing. The experiment was designed based on UCSF 

PDGM. The UCSF-PDGM dataset includes 501 subjects with histopathologically-proven 

diffuse gliomas who were imaged with a standardized 3 Tesla preoperative brain tumor MRI 

protocol featuring predominantly 3D imaging, as well as advanced diffusion and perfusion 

imaging techniques. We randomly split the dataset into train, valid and test, following the ratio 

of 7:2:1.  

 
Fig. 9. Basic flow of the experiment. The synthesis has two directions, including T2 to T1C and 

its reverse. In this study we mainly focus on the synthesis of T2 to T1C due to its clinical 

practice value. 

Quantity Results. We evaluated the WCycle-GAN, Cycle-GAN, Pix2Pix, and LDM, by 

calculating the l1 error and psnr between the ground truth T1CE and synthesised T1CE. The 

performance was assessed on test set. As shown in Table 4, the WCycle-GAN achieves 

better performance with lower L1 error and higher PSNR. 

Table. 4. Quantity results of Wcycle-GAN 

Metrics WCycle-GAN Cycle-GAN Pix2Pix LDM 

PSNR 43.69 35.19 34.67 38.53 
L1 0.55 0.97 1.57 0.81 
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Fig. 10. Visualization results of Brain MR harmonisation by WCycle-GAN. 

 

The Visualization results (Fig. 10) also show the satisfied results of WCycle-GAN. Interestingly, 

it can be found that there exist some checkerboard artifacts and some variances in the tumour 

region, which can be further improved in the future. Overall, the proposed WCycle-GAN 

achieves better performance than Pix2Pix model and conventional CycleGAN approach, which 

can be better used in MR sequence harmonisation. 

3.4 Data harmonisation in Downstream tasks 

3.4.1 Data harmonisation in airway segmentation 

Table. 5. Segmentation performance before and after harmonisation 

 IoU Branch length Branch ratio  

Without harmonisation 0.7836 0.7048 0.5840 
WCycle-GAN Harmonised  0.8345 0.7607 0.6673 
Plain-CNN Harmonised 0.8608 0.8212 0.7353 

 

To investigate the best model for data harmonisation on lung cancer CT scans, we compared 

the performance of a downstream application (airway segmentation) on data before and after 

harmonisation, as shown in Table 5 and Fig. 11. 

 

Fig. 11. (a) Original lung CT scans (b) harmonised by WCycle-GAN (c) harmonised by 3D 

Plain-CNN (d) The airway extracted on raw CT scan and (e) WCycle-GAN harmonised scan. 

It can be seen that both Plain-CNN and WCycle-GAN improved the segmentation 

performance, with 5-6% gain in IoU, 6-12% in detected branch length, and 8-15% in detected 

branch ratio. Additionally, WCycle-GAN are more likely to remove noises in the original CT 

scan, leading to an unsmooth harmonisation effect as in Fig. 7(b). This was mainly because 

of the limitation of 2D generative models.  Compared with the WCycle-GAN, 3D Plain-CNN 

achieved more stable and real results. To better understand the differences before and after 

harmonisation, the extracted airway trees were visualized in Fig. 7 (e-d). This illustrates the 

effectiveness of the proposed WCycle-GAN to harmonise low-resolution CT scans into high-

resolution ones. 
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3.4.2 Data harmonisation in prostate cancer segmentation 
 

The following Table. 6 shows final Dice Score mean on the 5 models trained for comparison. 

Table 6. Segmentation performance before and after harmonisation 

 Mean Dice Score 

Original Images 0.86 
Harmonised Images 0.91 

 

Both scores show a high dice score and perform in general pretty well, qualitative differences 

are mostly seen in those cases where the repetition time is the furthest in comparison to those 

who have been harmonized around (repetition time > 6000) and show a lower contrast and 

intensity as well mean.  

Below are some examples of 2D slices where the harmonized model performs visually better 

than the original one, it is important to highlight that as the dice score shows, the performance 

is very similar for both models and it only shows differences in some specific slices inside a 

case, in those cases the harmonized model is usually giving better results.  

 

Fig. 12 Visualized segmentation results of original images and harmonised images 

To better isolate the positive results of the harmonization method in the prostate, a more 

specific experiment has been carried out regarding the control of outliers, separating those 

images with the lowest contrast, either due to an extremely low repetition time together with 

an extremely high echo time, such as the cases shown above, such as cases where a sonar 

artifact has crept in, leaving the rest of the contrasts badly damaged. 

To validate the operation in these cases, an algorithm has been trained excepting these outlier 

images, to later test the same model trained with the outlier samples before and after being 

harmonized, a visual example of the above statement is find below. 
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Fig 13. Harmonization results (bottom row) with heavy artifact samples 

Dice score results under these conditions are found in table below. 

Table 7. Dice Score for the performance on the outliers before and after harmonization 

 

 

4. Conclusion  
The results showed the feasibility of using GAN-based method for data harmonisation. The 

image quality such as resolution can be significantly improved through visualization. 

Meanwhile, the performance of computational modules was improved which indicated the 

effectiveness of harmonisation strategy.  

    Due to the GPU memory, current WCycle-GAN based method could only produce good 

performance on 2D images and may introduce artifacts for 3D images when stacking all 

harmonised 2D image slices into a 3D one. We will continue to develop novel harmonisation 

modules in further studies. 
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